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                                      Abstract

  In order to discuss the effectiveness of graphical methods in cluster analysis, I compared some

graphical methods with a dendrogram using some illustrations, This paper shows the use of various

graphical methods together with dendrograms. It is indicated clearly that the use of a face graph or

a letter graph is very effective in the classification of data.

                               1. INTRODUCTION

  There have been various graphical methods for statistical data analysis proposed since Playfair

 (1786) proposed a pie graph, Recently, a remarkable improvement in computer graphical faculty has

made it possible to draw statistical graphs easily, and very unique statistical graphs for multivariate data

have been proposed, such as the face graph (1973), the rader chart, the constellation graph (1973), the

linked vector graph (1974), the biplot graphic display (1971) and the Andrews plot (1972).

  The main purpose of graphical methods is to make data characteristics, which are normaily difficult to

understand in the numerical analysis, easy to understand at a glance.

  The purpose of this paper is to discuss the effectiveness of statistical graphs in cluster analysis by

means of their comparison with dendrograms.

             2 . GRAPHICAL METHOD FOR CLASSIFICATIONS

  Generally, dendrograms are used in cluster analysis, Another approach to the classification of an object

is with the use of graphical methods.

  Four graphical methods are used in this paper representing multivariate data: the Andrews plot the

face graph, the letter graph and the constellation graph. The following is the outline of each method.

1. Andrews plot

  Andrews (1972) suggested transforming a P dimensional response vector x'= (Xi, X2 ,X3, ''',X,) by

the Fourier series

         fx(t)= ii +X2 sint+X3 cost+X4 sin2t+Xs cos 2t+••••••
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over the range - rr <t< rr.Figure 1 shows this graph.
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       Figure 1 Plotformeasurementsofairpollution. (Source : Wakimoto (1979)).

  Andrews plot has a number of useful statistical properties. Four important properties of the function

f.(t) are:

O The function representation preserves the mean in the sense that if X is the mean of a set of n multi-

variate observations Xi, then f,(t) = (1/n) 2f.,(t) .

@ The function representation preserves distances, It can be proved that the distance between two func-

tions f,i (t) and f,2(t) measured by

           fx (t)-fy (t) =f..Z[fx (t)-fy (t)]2dt

is proportional to the Euclidean distance between the corresponding points,

  The implication of this property is that close points, in a Euclidean sense, will appear as close func-

tions, and distant points as distant functions. This is particularly useful when using Andrews plot for un-

covering multivariate clusters and outliers.

@ For given to, f. (to) is proportional to the length of the projection of the vector (Xi, X2, ''', X,) on

the vector

         fi(to)=( 7121= , sin to, cos to, sin2to,cos2to••••••)

  Andrews states that the projection on this one-dimensional space may reveal clustering, outlier pat-

terns, or other peculiarities that occur in the subspace and that may be otherwise obscured by other

dimensions. The advantage of this plot is that a continuum of such one-dimensional projectiofis is plotted

on one graph.
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@ The function representation preserve variances, Obviously, if the components of X are uncorrelated

with common variance a2, then var, (t) is 1/2a2 if p is odd, and lies between 1/2a2(p+1) and 1/2

a2 (p+1) if p is even. In this very special case the variability of the plotted function is almost constant

across the graph.

2. Face graph

  A face graph was proposed by Chernoff in 1973. Chernoff allowed for up to 18 dimensions in a re-

sponse vector, Each dimension became associated with one of the 18 facial features as Figure 2 and

Table 1. The following describes the facial features in greater detail.

 [Outline of face] The outline of the face is composed of two ellipses intersecting at points P and P' and

is symmetrical with respect to a vertical axis passing the origin point O . U and L represent the upper

and lower vertical limits of the face, that is, the upper part of the face is an ellipse through the point

PUP' and lower part of the face is an ellipse through the point PLP'. The distances OU and OL are equal,

 [Nose] The nose is a line segment that can be varied in length by hZ6 with the origin point O.

 [Mouth] The mouth is a circular arc that is centered on the vertical axis and passes through the point

P.. If Z6 is positive, the mouth is downward, and if Z6 is negative, the mouth is upward.

 [Eyes] The eyes are ellipses oriented about the vertical axis. The variables Xio, Xii, Xi2, Xi3, Xi4, deter-

mine the vertical and horizontal positioning, slant, eccentricity, and size of the eyes.

 [Pupil of the eye] The pupil of the eye is represented by a point, whose position is determined by Å}re

 ( 2 X,,-1) ,

 [Eyebrows] The eyebrows are line segments that can be varied in length, slant, and vertical positioning

by the variables Xi6, Xn, Xis•

               Table 1 Program Variables Employed in Constructing a Face

Primary
Program Feature

-

Variable Controlled Description Expression

Xi hi DistancefromoriginOtoP h*=1/2(1+Xi)H
X2 e' AnglebetweenOPandX-axis 0*=(2X,-1)rr/4
X3 h Half-heightofface h=1/2(1+X3)H
X4 Eccentricityofupperellipse

Xs EccentricityofIowerellipse

X6 Noselength
X7 Pm Positionofcenterofmouth P.=hiX7+(1-X7)X6I
Xs Curvatureofmouth
X9 arn Lengthofmouth a.=Xg(h/1Xs1)orXgW.
Xlo Ye Heightofcenterofeyes Ye=hlXio+(1-Xio)X6I
Xn Xe Separationofeyes Xe::=We(1+2Xii)14
X12 e Slantofeyes 0=(2X,2-1)rr15
X13 Eccentricityofeyes
X14 Le Half-lengthofeyes Le=X14min(Xe,We-Xe)
Xls Positionofpupils
X]6 Y, Heightofeyebrowcenterrelativetoeyes Yb=2(Xi6+O.3)LeXi3
X]7 0- Angleofeyebrow e"=0+2(1-X,,)rr/5
Xls Lb Lengthofeebrow Lb:==re(2Xis+1)/2
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               Figure 2 Theoriginai Chernoff face
3 . Constellation graph

 In a constellation graph, each of the n data with p dimensions is transformed as follows:

      {       8ja-fj (Xja) ; j -- 1, 2, '''''', p, cr=1, 2, ••••••, n

       osfj (xJ'a) s. rr

       fj(xja)= /l.cr--xXil 7T; XJ'u=l7?3.x$tw'a, XJ'l=,7nu.b[n$X.J'a

On each data, the p vectors are linked with each other to form a polygonal line as Figure 3 .

The end of the line determines the position of the star.

As the length of the vector is:

      p      ZWj=1; Wj -2)O, j= 1, 2, ••-••,p
      j'= 1
the star is in the semicircle. The position of a star shows the mean and variance of all the variables of
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each subject.

  Thus, by means of using the constellation graph, both the feature of a group as a whoie and that of in-

dividual data are represented sirnultaneously.

4 . Letter graph

  In a letter graph, data value is represented by the size of a letter, That is, each data is put into the

length and/or the width of the letter. The drawing procedure of letter graphs is as follows.

First, an appropriate transformation is performed on each data, in accordance with its feature. For exam-

ple, if each variable has a different unit, the following transformation is done:

          x,,•- xtrs.xj+b, yij- Ytr,-,.Yj +b

  In this case, b is a positive constant, where X'i,, Y'ii > O , Xi and Yi are the meaR values of variables Xi

and Yi respectively, and S.i and Syi are the standard deviations of Xi and Yi respectively.

  In the case of examination marks at school, it is suitable to transform them into deviation values as followsi

          x,ij=lo( Xgj-7.Xj )+so, y'ij =lo( Y/rtirYj )+so

  Next, the letters to be used for this graph are decided, which is the most irrrportant step. We have only

to assign the value of Xi and Yi to the letter length and width. In the case of i, the length and width of the

first letter are transformed as follows:

         l(X6Ll), l(YiLl)

In this case, L is the length of the letter.

Similarly, the second letter is drawn to the right of the first letter in response to the values of X'i2 and Y12.

The rest of the letters are drawn in the same way.

3. Application to cluster analysis

  Table 2 shows the record of 15 cases with five subjects; Japanese, Mathematics, English, Science and

History.

  Figure 4 shows a dendrogram drawn by means of Ward method,

  The Ward method is based on the loss of information resulting from the grouping of individuals into

elusters, as measured by the total sum of squared deviations of every observation from the mean of the

cluster to which it belongs.

The assignment rule rests on the increace in the error sum of squares induced from combining every

possible pair of clusters. The value, which will be denoted by E,S.S., is used as an objective function. The

E.S.S. is computed as follows.

         E•s•s-tig.l,(i.ll]=,x2ij - 71i, (tl.l?=,xij )2)
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Table 2

Japanese Mathematics English Science History
1 95 87 98 85 80
2 85 90 78 95 54

3 85 70 70 65 85

4 65 70 80 35 25

5 50 40 60 57 60

6 35 45 40 30 40
7 40 95 65 95 50
8 80 60 70 40 30
9 85 80 95 90 80

10 70 85 60 80 50

11 65 70 50 85 60

12 90 85 80 45 40
13 35 45 25 15 20

14 40 70 35 85 30

15 85 90 90 95 90
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                                           where Xij denotes the trait value for
 The score of 15 cases with five SubjeCtS the ith individual in the 1'th cluster,

                                           le is the total number of clusters at

                                           each stage, and ni is the number of

                                           individuals in the j'th cluster,

                                             Before I discuss Figure 4, it will

                                           be useful to consider more precisely

                                           what is represented by a dendro-

                                           gram,
                                             A dendrogram may be defined as

                                           a nested sequence of partitions of

                                           the individuals into g groups, where

                                           g varies from 1 to n, with the prop-

                                           erty that the partitions into g and

                                           into (g+ 1) groups are such that

      are identical while the remaining individuals form one group in the first case and

  second case. Thus a dendrogram is a famiiy of clusters for which any two clusters are

         udes the other.

there appears to be a natural partition into four clusters which have three or four cases.

         ( Ward method )

t 9 g3
Figure 4

2al'
Dendrogram for Ward

4e l51
method on Table 2

6 g
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  Using the same data for Figure 4,the Andrews plot and the Constellation graph can be drawn as Figures 5

and 6 respectively. In comparison with Figure 4,each of the four clusters is not represented in Figure 5,

   X-axis: (-3.14 , 3.14)
   Y--axis: ( -5 , 5)
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                           Figure 5 Andrews plotonTable 2

  Figttre 6 shows a constellation graph. Though the constellation graph has parallel results with the de-

ndrogram in some respects, the four clusters are not very conspicuous.
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Figure 6 Constellation graph on Table 2

  In comparison with the above-mentioned graphs, the next two groups clearly represent the feature of

the four clusters.
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 Figure 7,the face graph, represents each of the four clusters by means of a facial expression. But it is

difficult to grasp the feature of each cluster.
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  Figure 8 shows the letter,

clearly, that is, cluster 1 has the property

the property of Mathematics

3 has the property ofJapanese

jects, and cluster 4 has the property of relatively lower scores

  Thus, an application of the graphical method makes it easy to understand the properies of the clusters.

         i4erN.hibN 6e"}--/6) i3.(v)!s

  Figure 7 Facegraph offourcluster

graph. In the letter graph, the property of the four clusters is represented

           of relatively higher scores in all subjects, and cluster 2 has

and Science having higher scores than the three other subjects, and cluster

  , Mathernatics and English having higher scores than the two other sub-

                         in all subjects,

- 250 -



An Application of Statistical Graphs to Cluster Analysis

CLUSTER

[illl]

(I]
[!ll]

Yti.Itr•ik--M`"d....-ieetfÅ}

1#'.'ltr""-t"-N.il?'Å}

N.Y.#•tr•,hE"ql....-iiEett

e#-s)lt'"tp-"•-.-iSt"NÅ}

CLUSTER

   El.T+it"ltr"k-""-.-••.-illE,tsÅ}

cll)

   [IE]#.tl'k;esiillE?sÅ}

[lllltitlll.""tr':':"-:...illEl?`Å}

giYIEE..'."tr,,'E`'xL.-fillEl?sÅ}

CLUSTER

   [lllli iilill'ii[t ; -..im?i

(m)
  N#-."'lt'qtp--'"-..is?sÅ}

[lllllI,l•k:-c"'p...if,,,

       N],st];.e.i.is?sÅ} g;t"•k-.--igl?Å}

CLUSTER (IV]

       g )*{N,-f"'i lif tt m X,rNpt,itt

         Figure 8 Lettergraph offourcluster

   4. An idea of using both the dendrogram and the graph method

 Generally, a graphical method is used alone. But it is possible to obtain more effective results by means

of using many graphic methods together. At the end of this paper, I show an example of using both the

dendrogram and the face graph as in Figure 9,

In Figure 9 , the process of uniting clusters and the features of the united clusters are clearly shown.

 As mentioned above, graphical methods can be very effective in cluster analysis when used properly.

- 251 -



Dendrogram

    An Application of Statistieal Graphs to Cluster Analysis

( Ward method )
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       Figure 9 Representation using both the dendrogram and the face graph
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